Lecture 2 - Janhuary 8
Introduction
Labl Guidance

Verification vs. Validation
Mission- vs. Safety-Critical Systems



Announcements/Reminders

e Labl released

® Scheduled lab session tomorrow at 9am

e Office Hours: 3pm to 4pm, Mon/Tue/Wed/Thu
¢ Trial attendance check via iClicker today!

e Slides on Math Review (Predicates) posted

e Notes template posted

e Monday lecture venue (R N203) unchanged
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Goals: Verification vs. Validation
L&
* &mplementation (Java, Python)

¢ Requirements Document (Natural Language)
e Validity: Ambiguity, Incompleteness, Contradiction
e Compiler Technology (e.g., ANTLR4 @ EECS4302)

Challenge: Incompatible Semantic Domains
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Mission-Critical vs. Safety-Critical

Safety critical

When defining safety critical it is ben-
eficial to look at the definition of each
word independently. Safety typically
refers to being free from danger, injury,
or loss. In the commercial and military
industries this applies most directly to
human life.( Critical refers to a task
that must be successfully completed
to ensure that a larger, more complex
operation succeeds. Failure to com-
plete this task compromises the integ-
rity of the entire operation. Therefore
a safety-critical application for an
RTOS implies that execution failure
or faulty execution by the operating
system could result in injury or loss of
human life.

Safety-critical systems demand soft-
ware that has been developed using a
well-defined, mature software devel-
opment process focused on producing
quality software. For this very reason

the DO-178B specification was cre-
ated. DO-178B defines the guidelines
for development of aviation software
in the USA. Developed by the Radio
Technical Commission for Aeronautics
(RTCA), the DO-178B standard is a
set of guidelines for the production of
software for airborne systems. There

are multiple criticality levels for this
software (A, B, C, D, and E).

These levels correspond to the conse-
quences of a software failure:

| Level A is catastrophic
M| Level B is hazardous/severé [N 7[0\

H| Level C is major
M Level D is minor
M Level E is no effect

Safety-critical software is typically
DO-178B level A or B. At these higher
levels of software criticality the soft-
ware objectives defined by DO-178B
must be reviewed by an independent
party and undergo more rigorous test-
ing. Typical safety-critical applications
include both military and commercial

ﬂight, and engine controls.

Mission critical

A mission refers to an operation or
task that is assigned by a higher author-
ity. Therefore a mission-critical ap-
plication for an RTOS implies that a
failure by the operating system will
prevent a task or operation from being
performed, possibly preventing suc-
cessful completion of the operation as
a whole.

Mission-critical systems must also be
developed using well-defined, mature

software development processes. There-
fore they also are subjected to the
rigors of DO-178B. However, unlike
safety-critical applications, mission-
critical software is typically DO-178B
level C or D. Mission-critical systems
only need to meet the lower criticality
levels set forth by the DO-178B speci-
fication.

Generally mission-critical applications
include navigation systems, avionics
display systems, and mission command
and control.
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